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merical results in support of our findings.
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Output of implicit layer:
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Backward propagation:

VECTOR FIELD REGULARIZATION

Spectral normalization:
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(Top) Single trajectory generated by three trained implicit

residual networks on the time interval t € [0,200]; (Bottom)
continuous-time trajectory generated by the learned vector

fields of these residual networks on the same time interval.
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